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Abstract—Missing value imputation methods are widely used 

in solving missing value problems during statistical analysis. For 

classification tasks, these imputation methods can affect the 

accuracy of the Bayesian network classifiers. This paper study’s 

the effect of missing value treatment on the prediction accuracy of 

four Bayesian network classifiers used to predict death in acute 

chronic Hepatitis patients. Missing data was imputed using nine 

methods which include, replacing with most common attribute, 

support vector machine imputation (SVMI), K-nearest neighbor 

(KNNI), Fuzzy K-means Clustering (FKMI), K-means Clustering 

Imputation (KMI), Weighted imputation with K-Nearest 

Neighbor (WKNNI), regularized expectation maximization (EM), 

singular value decomposition (SVDI), and local least squares 

imputation (LLSI). The classification accuracy of the naive Bayes 

(NB), tree augmented naive Bayes (TAN), boosted augmented 

naive Bayes (BAN) and general Bayes network classifiers (GBN) 

were recorded. The SVMI and LLSI methods improved the 

classification accuracy of the classifiers. The method of ignoring 

missing values was better than seven of the imputation methods. 

Among the classifiers, the TAN achieved the best average 

classification accuracy of 86.3% followed by BAN with 85.1%. 

 
Index Terms—Bayesian Network Classifiers, Missing Data, 

Imputation, Hepatitis Dataset, Classification and Data Mining 

 

I. INTRODUCTION 

ANY real life data sets contain missing values.  These 

missing values may result from equipment errors, data 

entry procedure, and incorrect measurements. The presence of 

missing values may make data analysis difficult, lead to loss of 

efficiency and cause bias resulting from difference between 

complete and missing data [1].  In classification tasks, the 

problem of missing data becomes more important. Missing 

data in the training or test set or in both affects the prediction 

accuracy of the classifier learned [2].  In order to carry out  
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data mining, the data needs to be preprocessed; a stage that 

involves cleaning and preparing the data [3].  

Until recently missing data analysis has been dominated by 

pair wise and list wise deletion. These methods will bias 

results if the remaining cases are not representative of the 

entire sample. There are more statistically principled methods 

of handling missing data which have been shown to perform 

better than ad hoc methods. These include maximum 

likelihood methods and imputation methods. An extensive 

body of technical literature exists on maximum likelihood 

methods [4], [5], [6]. For multiple imputations, a review of 

imputation methods can be seen in [7], [8], [9]. 

The interest in dealing with missing values has continued 

with the statistical applications to other areas such as data 

mining [10]. These applications include supervised 

classification as well as unsupervised classification 

(clustering).  Lakshminarayan [11] states that the choice 

between unsupervised and supervised classification techniques 

should be influenced by the motivation for solving the missing 

data problem. The following literature lists some data mining 

methods that have been used as imputation methods.  Chan 

[12] applies the linear discriminant analysis classifier on a 

simulated data set from a multivariate normal model to solve 

missing values in supervised classification. Hathaway [13] 

employs the fuzzy c-means algorithm and modifies it to act as 

useful tool for clustering real s-dimensional data that is 

incomplete. Brand [14] uses an incremental singular value 

decomposition to develop an efficient and unusually robust 

subspace-estimating flow-based tracker, and to handle missing 

points in structure- from-motion factorization.  In data mining 

of micro array data, Zhang [15], proposes a sequential local 

least squares to impute missing values of micro array data and 

[16], estimates missing value for DNA micro array gene 

expression data by support vector regression imputation (this 

is a combination of logistic regression and support vector 

machines). On performing an extensive research investigating 

low and high amounts of missing data sets, Batista [17] found 

that k-nearest neighbor performed consistently better than 

embedded methods such as C4.5 and CN2. 

These data mining methods that have been adopted as 

imputation methods have been compared to classical methods 

to evaluate their relevance in classification tasks. This 
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relevance is measured in terms of improvement in the 

prediction and classification accuracy. Data mining methods 

have been found to be competitive with classical methods [18]. 

A wider study evaluating the effect of fourteen different 

imputation approaches on classification finds that imputation 

methods could improve the accuracy of the classifiers [19]. 

Imputation is therefore an important data preparation task.  

The substitution of missing values should however not insert 

biases into the data set. Studies that asses the bias inserted by 

imputation methods usually use the prediction capability of 

imputation methods as a measure of bias [20]. These studies 

involve simulation of missing entries for some attributes whose 

values are known. The artificially missing values are then 

imputed and compared with the original values. Even though 

this evaluation is useful, it does not allow the influence of 

imputed values in the ultimate modeling task (e.g., in 

classification) to be inferred. Hruschka [21] notes that 

imputation cannot be properly evaluated apart from the 

modeling task. Alternative approaches are therefore needed to 

assess the bias. Since Bayesian network modeling involves 

specification of the structure and parameters of the model, we 

assess the bias inserted by the imputation methods using the 

classification accuracy. 

In this study we classify Hepatitis patients into one of two 

outcomes (live or die). We develop four Bayesian network 

classifiers to predict whether patients with acute chronic 

Hepatitis will live or die. Since the data has many missing 

values, we treat the missing values in 10 ways to find which 

imputation method will improve prediction of outcome of 

acute chronic hepatitis.  Our goal is to find the effect of 

imputed data on the classification accuracy of the Bayesian 

Network classifiers (BNC’s).  We compare the imputation 

methods using the classification accuracy obtained with the 

different imputation methods.  The hepatitis data set from the 

UCI data repository, which has 48% natural missing values, is 

used. Most of the studies using this data set have employed the 

classification tree algorithm, which can be trained on data with 

missing values [22]  

II. BAYESIAN NETWORK CLASSIFIERS 

A classifier is a function that assigns a class label to an 

instance. In classification, the goal of a learning algorithm is to 

construct a classifier when given a training set with class 

labels. Let 1( ,..., , )nU X X C   where 1,..., ,nX X C  are 

the attributes and C is the class variable. According to Bayes 

rule, the probability of an instance 1( ,..., )nu x x  being 

class c is,  
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Where fbc  is called the Bayesian classifier. 

 

Naive Bayes and Augmented naive Bayes 

Consider a graph structure where the class variable is the root 

as in the Fig.1 top, that is cPa   , and each attribute has 

the class variables as its unique parent, namely
ixPa C    

1 i n  . For this type of graph structure (1) above results in  
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From the definition of conditional probability, we get  
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Fig. 1: The top figure shows the naive Bayes and the bottom figure shows the 

augmented naive Bayes. The class variable is "C" and X1... X4 are the 

attributes 
 

Where α is a normalizing constant. This is the definition of 

the naive Bayes (NB). The NB is the simplest form of useful 

Bayesian network classifier in which all attributes are 

independent given the class (conditional independence). While 

a NB classifier performs well on some tasks, often additional 

links and nodes provide a richer, more accurate model. The 

structure of the NB has been extended to meet these criteria. 

The Augmented naive Bayes (ANB) is an extension of NB that 

allows dependencies between variables. When the maximum   

number of parents a node in the Bayes net can have is set to 

two, we get a tree augmented Bayes network (TAN), and three 

parents is a Bayes net augmented Bayes network (BAN). 

When no restriction on the number of parents is enforced we 

get the general Bayes network classifier (GBN). The joint 

probability distribution of ANB is; 

1 ,

1

( ,..., ) ( ) ( | ( ), )
i

n

n i x

i

P x x c P c P x Pa c


   

Learning Bayesian network classifiers requires a complete 

data set. We therefore apply imputation methods to our data 

set to find out which method will give us the best classification 

accuracy.  
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III. IMPUTATION METHODS USED IN THIS PAPER 

The missing value methods used in this paper are: 

1) Replacing with most common attribute value for nominal 

attributes, and average value for numerical attributes 

(MCOM) [26]. Only the instances with the same class as 

the reference instance are considered. 

2) Imputation using the K-Nearest Neighbor (KNNI) [25], 

[26]. Every time a MV is found in a current instance, 

KNNI computes the k nearest neighbors and a value from 

them is imputed. For nominal values, the most common 

value among all neighbors is used, and for numerical 

values, the average value is used.  The Euclidean distance 

is used to measure the proximity between instances. 

3) K-means Clustering Imputation (KMI) [27]. The data set 

is divided into groups based on the similarity of objects 

and to minimize the intra-cluster dissimilarity. Data 

objects that belong to the same cluster are taken to be 

nearest neighbors of each other, and KMI applies a 

nearest neighbor algorithm to replace MV, in a similar 

way to KNNI. 

4) Imputation with Fuzzy K-means Clustering (FKMI) [28], 

[13]. The degree to which a data object belongs to a 

certain cluster is described by a membership function. 

When updating membership functions and centroids, 

FKMI only takes into ac- count complete attributes. In this 

process, the data object cannot be assigned to a concrete 

cluster represented by a cluster centroid (as is done in the 

basic K-mean clustering algorithm), because each data 

object belongs to all K clusters with different membership 

degrees.  FKMI replaces non-reference attributes for each 

incomplete data object based on the information about 

membership degrees and the values of cluster centroids. 

5) Singular value decomposition Imputation (SVDI) [29]. 

This method simply learns a set of basic functions or 

Eigen-values from the complete data, and then imputes the 

missing values for an attribute by regressing its non-

missing entries on the Eigen values, and use the regression 

function to predict the expression values at the missing 

locations. 

6) Support Vector Machines Imputation (SVMI) [30]. In this 

approach, SVMI first selects the instances in which there 

are no missing attribute values. In the next step, the 

method sets one of the input attribute, some of those 

values that are missing, as the output attribute, and the 

output attributes as the input attributes by contraries.  An 

SVMI regression is then used to predict the output 

attribute values. 

7) Local Least Squares Imputation (LLSI) [31]. This method 

represents a target instance that has MVs as a linear 

combination of similar instances. Rather than using all 

available instances in the data, only similar instances 

based on a similarity measure are used. The method has 

the local connotation.  There are two steps in the LLSI. 

The first step is to select k genes by the Pearson 

correlation coefficient. The second step is regression and 

estimation, regardless of how the k genes are selected. A 

heuristic k parameter selection method is used by the 

authors. 

8) Regularized Expectation-Maximization (EM) [32]. The 

EM imputation is based on the Expectation-Maximization 

algorithm proposed by [6]. It uses the iterative procedure 

of the EM algorithm to calculate the sufficient statistics 

and estimate the parameters. The missing values will be 

produced in the process. 

9) Weighted Imputation with K-Nearest Neighbor (WKNNI) 

[33]. The method selects the instances with similar values 

(in terms of distance) to a considered one, so it can impute 

as KNNI does. However, the estimated value now takes 

into account the different distances from the neighbors, 

using a weighted mean or the most repeated value 

according to the distance. 

These nine methods are compared with instance deletion or 

Ignore Missing (IGN). Using this method, all instances with at 

least one MV are discarded from the data set. 

IV. MATERIALS AND METHODS 

The original hepatitis data is obtained from the UCI data 

repository [34]. It consists of 155 instances with 19 attributes. 

The attributes are categorical integer and real valued. The 

class label is grouped into two:  Die with 32 instances, live 

with 123 instances. The data consists of 48.39 % missing 

instances.  We have no information about the mechanism that 

generated the missing values and we take the assumption that 

they are distributed in a random way. This data set has been 

used widely for classification task [22], [23], [24]. Missing 

data in the hepatitis data set is treated using ten selected 

methods.  The NB, TAN, BAN and GBN are then trained on 

the imputed data sets to predict death in patients with acute 

chronic hepatitis. For all the classification algorithms, we use 

the 10-fold cross validation on the same partitions to perform 

fair comparison scheme. Since these classifiers do not work 

with numerical attributes, we discretised the numerical 

attributes using the well known discretising method proposed 

by [35]. Missing value imputation is carried out using KEEL 

software [36] and the actual modeling task is carried out in 

WEKA [37]. Table 1, shows the parameters used by the 

imputation methods. The imputation methods are evaluated 

based on the classification accuracy, and the structure of the 

Bayesian network.  

V.              RESULTS AND DISCUSSION 

Table 2 shows the classification accuracy achieved by the 

BNC’s. The accuracy of the classifiers is different with 

different imputation methods. The bold values in the table 

represent the best classification accuracy across an imputation 

method while the underlined values show which imputation 

method is best for that classifier. The NB performed best with 

SVMI imputation; accuracy of 89% meaning the NB predicted 

the right outcome i.e. die or leave in 138 patients and the 
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wrong one in 17 cases, followed by KNN imputation with 

accuracy of 88.4 %. The BAN also performed best with SVMI 

imputation with accuracy of 89.7%. Although GBN performed 

poorest among the classifiers, when missing values are ignored 

and with SVMI imputation it performed the best. On ranking 

the imputation methods, TAN is least sensitive and benefits the 

most with imputation methods.  It performed the best on seven 

out of ten imputation methods. SVMI is the best imputation 

method, with all the classifiers having the best accuracy with 

the SVMI imputation. The SVMI has also performed well in 

other studies [38]. On average TAN achieved classification 

accuracy of 86.3% followed by BAN with 85.1%. 

The bold faced figures are the best accuracy across an 

imputation method and the underlined figures represent the 

best performance for a classifier. 

 The objective of this study was to find the effect of missing 

value treatment on Bayesian network classification of acute 

chronic Hepatitis.  We use as our benchmark the accuracy of 

 
Table 1: Parameters used by the imputation methods 

 

Method                                        Parameters 

SVMI                                          Kernel=RBF 

 C=1.0 

 Epsilon=0.001 

 Shrinking=No 

  

EM Stagnation tolerance =0.0001 

 Inflation factor=1 

 Regression type=multiple 

 ridge regression 

 

SVDI 

 

stagnation tolerance=0.005 

 Inflation factor=1 

 Regression type=multiple 

 ridge regression 

 Singular vectors=10 

 

LLSI 

 

Max number of nearest 

 neighbor=200 

 

KNNI,WKNNI 

 

K=10 

 

KMI 

 

K=10 

 Iterations=100 

 Error=100 

 

FKMI 

 

K=3 

 Iterations=100 

 Error=100 

 m=1.5 

 

 

Table 2: Accuracy of the Bayesian Classifiers 

 

Classifier NB TAN BAN GBN 

EM 84.5 85.8 85.8 80.6 

FKM 82.5 85.2 82.6 81.9 

IGN 87.5 87.5 86.3 90.0 

KMI 81.9 83.9 84.5 81.2 

KNNI 81.3 85.2 83.2 80.6 

LLSI 88.4 90.3 89.0 87.7 

MCOM 83.2 83.9 80.6 81.2 

SVDI 85.8 86.5 85.8 84.5 

SVMI 89.0 90.3 89.7 90.9 

WKNNI 82.6 83.9 83.9 80.6 

Average 84.6 86.3 85.1 83.9 

  

 

BNC’s achieved by ignoring of missing values i.e. case 

deletion. Results show that SVM and LLSI improved the 

accuracy of BNC’s i.e. were better than case deletion. SVM 

was found to be a good imputation method in other studies 

[30]. Apart from SVM and LLSI, all the other methods used in 

this study did not improve the accuracy of BNC’s. Although 

studies have found that imputation methods performed better 

than ignoring missing data [39] and that they improved 

classifier performance [40] [19], in this study, ignoring 

missing data was better than MCOM, KMI, SVDI, FKM, 

WKNNI, and EM. These results agree with Grzymala [41] 

who made a comparison of nine imputation methods on ten 

input data files and found that ignoring missing values was 

better than eight other methods. 

VI.  CONCLUSION 

Imputation of missing values using support vector machine 

and local least squares improves classification accuracy of the 

Bayesian network classifiers. Instance deletion/ ignoring 

missing values is better than some methods of treating missing 

values for this data set. Among the Bayesian Network 

classifiers, the Tree Augmented Naive Bayes is the best 

classifier for the hepatitis data. 
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